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L

ong ago the subways of New York began to upgrade their traditional mechanical interlockings with advanced technology Electric Interlockings. While a few interlockings based upon mechanical locking beds remain in operation nearly 80 years after they were first installed, most train movements at NYC Transit today are protected by Electric Interlockings. These Electric Interlockings prevent most unsafe train movements through the use of interconnected failsafe relays.

Electric Interlockings had many advantages over their purely mechanical predecessors. For example, interlockings became more compact and it became possible to control them remotely using mimic boards. Another benefit offered by these new Electric Interlockings was the ease with which they could be modified — to change their behavior – by simply rewiring them.

Early computer systems evolved the same way from mechanical devices (like simple adding machines) to more advanced “giant brains” that were first based on relays, later vacuum tubes, and then transistors, and now i.c.’s. 

To change the program it was necessary to revise the circuit drawings (or signal plans) and then modify the actual circuits to agree with these revised drawings. 

But a funny thing happened on the way to delivering Electric Interlockings to the subway systems of New York. The signal suppliers initially refused to provide the subway companies with the signal plans. Why? Because if the signal companies also gave the signal plans to the subway companies, they wouldn’t need the signal companies to make future changes.  

F

ast forward to the beginning of the 21st Century. Today, many railroads and transit properties are beginning to upgrade their traditional fixed block and Electric Interlockings to more advanced Communications Based Train Control (CBTC) technology. And a few early inductive loop “paradigm pioneers” such as London (Docklands) and San Francisco (Muni) have already seen significant performance benefits after upgrading to CBTC technology. 

But guess what? Much like the unfortunate owners of Bill Gates’ XP operating system, CBTC adopters remain tethered to their system supplier. And to make matters worse, unlike the simple DC line circuits between Electric Interlockings, new RF-CBTC systems today not only are proprietary but they also have incompatible serial communication interfaces. 

The problems associated with proprietary RF-CBTC architectures are so profoundly bad it is difficult to know where to begin. But this need not be.

The benefits of open standards and interfaces are obvious to anyone who has purchased a phone with an RJ-11 connector or a computer with an RJ-45 network adapter. And best of all, like a rising tide, open standards raise all boats.

[image: image1.png]



C

onsider the critically important Data Communications Systems (DCS), the  heart of any RF-CBTC system. Let’s begin with the wireless train to wayside communications interface. 

While RF-CBTC systems have been under serious development for only a decade, there are already at least three RF-CBTC radio systems that are no longer in production. More may soon be on the way out. Clearly, this is not an encouraging development for a railroad or transit property that historically has been able to obtain spare parts over an expected 30-50 year life. Why did this happen and how can it be avoided?

For most cell phone users, obsolescence has not been a problem because cell phones are manufactured in such incredible volumes and have become so inexpensive that they can be discarded after only a few years. We discard them because new phones offer more features for less money and have compatible interfaces. This critically important economy of scale becomes even more impressive when you realize that modern cell phones now have over 700 million transistors! 

Quite the opposite situation exists today for proprietary RF-CBTC radios. These radios are made in such low volumes that it results in costs of many tens of thousands of dollars per radio. In one recent RF-CBTC procurement, the RF-CBTC train antenna alone cost $2,596 (provided you buy 300). So what open standards exist for next generation Open Architecture Train Control?

IEEE-802 is a universally accepted consensus standard that describes both a physical (PHY) and media access control (MAC) layer for serial communications. IEEE-802.3 specifies a communications technology first developed by Xerox Corporation known as Ethernet. How can an industry standard such as 802.3 be based upon a patented standard such as Ethernet?

The answer lies in the fact that as long as you don’t charge a licensing fee or your licensing fee is reasonable and fair to everyone, you may!  

The history of 802.3/Ethernet is instructive. Less than 10 years ago and before 100 Megabit Ethernet became popular, many laughed at the absurdity of Ethernet operating as high as 1 Gigabit per second let alone become an IEEE standard. Today, there is an IEEE standard for 10 Gigabit Ethernet which has helped push the price of 100BaseT network interface cards down to about $10.  

Today we see yet another amazing success story with wireless communications standards conforming to IEEE 802.11b/a/g. While these 802.11b radios now cost under $100 ( < 1% of the cost of a proprietary RF-CBTC radio) some have expressed concern about the long-term suitability of IEEE 802.11 for train control applications because its very success could be its downfall — because it may result in overcrowding and interference. 

The jury is still out on this but even if this turns out to be true the concern completely misses the standards point. This is because IEEE 802.11 is a standard that has resulted in radios whose cost is insignificant. Thus, if IEEE 802.11 radios are used for next generation RF-CBTC or Open Architecture Train Control (OATC) systems they should be simply packaged for easy modular replacement — much like a washer in a faucet.

So, if IEEE-802.11 does become overcrowded, perhaps another standard, IEEE-P 802.20, or next generation software radios based upon a to be defined standard will emerge as a superior solution. 

IEEE P802.20 seems potentially attractive for a number of reasons. It defines a new wireless mobile communications standard for vehicles moving at up to 250 km/hr. It is also being designed to operate not in unlicensed but rather licensed FCC bands at about 3 GHz. It offers a data rate of about 1 Mbps. Think of 802.20 as a DSL connection to a train (but without the wire).

Thus, while many are now using or planning to use IEEE 802.3 for open wired interoperability  and some are planning IEEE 802.11 for wireless connectivity, it is most important to keep in mind the importance of conforming to open standards and open architectures. 

L

ayer 3 on the ISO OSI 7-Layer Cake is the next critically important element of any Open Architecture Train Control System. Layer 3 is the Network layer.

Any communications system blessed with a True Layer 3 Protocol means no element of the systems need know about the contents of the data in order for that data to be routed anywhere and to be ultimately forwarded to its final destination. 

Think of an OATC network’s Layer 3 as a postal system. You must have a “To” and a “From” address on the outside of each package to ensure it is properly delivered – or if it cannot be delivered, returned to the sender. 

Without Layer 3, the mail carrier must open the contents of the packet and understand the contents. In the absence of a Layer 3 protocol (and many protocols such as CAN do not have a Layer 3 ) a gateway must be used. 

Gateways should always be avoided whenever possible but they are sometimes necessary when you must interconnect two otherwise incompatible systems. The purpose of a gateway is to map all the data contents from one network to the another. Imagine how efficient and error prone a postal system would be if the contents of every letter had to be opened and read and the contents examined for an address, and then translated from one language to another.  

While there is more than one routable protocol, by far the most popular is the one we all love and use everyday to surf the web: IP (Internet Protocol). 

Thus, precisely because everyone surfing the internet or sending mail uses IP we are able to ROUTE internet messages to anywhere in the world in just a few milliseconds. If we were not all using IP there would be no Internet.

Thus, once again we can see the explosive benefits resulting from conforming to open industry standards. There is no reason train control systems should not similarly benefit.


It is perhaps noteworthy that in 1999, three train control suppliers each successfully demonstrated their CBTC systems to NYCT using the same IP and IEEE-802.3 based DCS shown below. 
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One of the reasons for this successful demonstration was that all three CBTC suppliers interfaced to a DCS that was based upon a set well-defined industry standards. However, in 1999 the new wireless standard IEEE-802.11 did not exist. 

While the remaining upper layers 4, 5 and 6 are also important they are considerably less critical to the design of an OATC.

The IEEE’s Rail Transit Vehicle interface Standards Committee and several of its key standards also play an important role in developing next generation train control architectures that are open and interoperable. 

F

or interfacing with on-board vehicle networks IEEE-1473 defines two distinct and completely different communications protocols. One of these protocols is better known as TCN (IEEE-1473-T) and is found mostly on rail cars in Europe. The other protocol is better known as LonWorks (IEEE-1473-L) and is found mostly on rail cars in North America -- but is also widely deployed on rail cars from China to the UK and is used worldwide in many different industries.

Because IEEE-1473-L has been deployed in the tens of millions of nodes it has been able to benefit like cell phones and Ethernet NIC boards from this economy of scale and is available on a single integrated circuit.  IEEE 1473-L is fully routable protocol. 

IEEE-1473-T is used on trains and recently has been deployed on printing presses. Because the volumes are much lower, TCN is still implemented in firmware on an EPROM on PC-104 style printed circuit board. Thus it is more costly. 

Attempts have been made to build a universal gateway between IEEE-1473-L and IEEE-1473-T but this effort, initially supported by many in the US for years, has not been successful and has been complicated by the fact that TCN is not a routable protocol. 

Both IEEE-1473-L and IEEE-1473-T, however, have been used with IP and IEEE 802.3 and are compatible with 802.11. Commercial off the shelf products are available for use with both protocols and considerable interest now is growing to provide object definitions or “Profiles” for key railcar subsystems for 1473-L. And because 1473-L is a routable protocol like IP it is possible to easily add devices on a network without requiring changes to intervening gateways. 

Several rail vehicle based Profiles are now under review by the LonMark Interoperability Association and are being coordinated with efforts by IEEE-1544 (Working Group 9.)  

An IEEE standard known as IEEE-1474 is also an excellent document that provides functional, performance and user interface guidance for next generation CBTC and also Open Architecture Train Control Systems.

For additional information and to optionally participate in related Discussion Forums on these and related topics please go to www.tsd.org
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